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Crawling and Indexing the World Wide Web

This project explores some issues that arise in constructing a “spider” or a “web agent” that crawls over documents in the World Wide Web. For purposes of this project, the Web is an extremely large collection of documents. Each document contains some text and also links to other documents, in the form of URLs.

In this project, we’ll be working with programs that can start with an initial document and follow the references to other documents to do useful things. For example, we could construct an index of all the words occurring in documents, and make this available to people looking for information on the web (as do many of the search engines on the web, such as Google or Yahoo).

Just in case you aren’t fluent with the details of HTTP, URLs, URIs, HTML, XML, XSL, HTTP-NG, DOM, and the rest of the alphabet soup that makes up the technical details of the Web, here’s a simplified version of what goes on behind the scenes:

1. The Web consists of a very large number of things called documents, identified by names called URLs (Uniform Resource Locators). For example, the 6.001 home page has the URL http://sacp.csail.mit.edu/. The first portion of a URL (http://) reveals the name of a protocol (in this case hypertext transmission protocol, or HTTP) that can be used to fetch the document, and the rest of the URL contains information needed by the protocol to specify which document is intended. (A protocol is a particular set of rules for how to communicate information.)

2. By using the HTTP protocol, a program (most commonly a browser but any program can do this— “web agents” and spiders are examples of such programs that aren’t browsers) can retrieve a document whose URL starts with HTTP:. The document is returned to the program, along with information about how it is encoded, for example, ASCII or Unicode text, HTML, images in GIF or JPG or MPEG or PNG or some other format, an Excel or Lotus spreadsheet, etc.

3. Documents encoded in HTML (HyperText Markup Language) form can contain a mixture of text, images, formatting information, and links to other documents. Thus, when a browser (or other program) gets an HTML document, it can extract the links from it, yielding URLs for other documents in the Web. If these are in HTML format, then they too can be retrieved and will yield yet more links, and so on.

4. A spider is a program that starts with an initial set of URLs, retrieves the corresponding documents, adds the links from these documents to the set of URLs and keeps on going. Every time it retrieves a document, it does some (hopefully useful) work in addition to just finding the embedded links.
5. One particularly interesting kind of spider constructs an *index* of the documents it has seen. This index is similar to the index at the end of a book: it has certain key words and phrases, and for each entry it lists all of the URLs that contain that word or phrase. There are many kinds of indexes, and the art/science of deciding what words or phrases to index and how to extract them is at the cutting edge of research (it's part of the discipline called *information retrieval*). We'll talk mostly about *full text indexing*, which means that every word in the document (except, perhaps, the very common words like "and," "the," "a," and "an") is indexed.

In this project, we’ll be interested in three tasks related to searching the World Wide Web. First, we will develop a way to think about the “web” of links as a directed graph. Second, we will build procedures to help in traversing or searching through graphs such as the Web. Third, we will consider ways to build an index for some set of web pages to support fast retrieval of URLs that contain a given word.

1. Directed Graphs

The essence of the Web, for the purpose of understanding the process of searching, is captured by a formal abstraction called a *directed graph*. A graph (like the one in Figure 1), consists of *nodes* and *edges*. In this figure, the nodes are labelled U through Z. Nodes are connected to other nodes via *edges*. In a directed graph, each edge has a direction so that the existence of an *outgoing edge* from one node to another node (e.g. node X to node Y) does not imply that there is an edge in the reverse direction (e.g. from node Y to node X). Notice that there can be multiple outgoing edges from a node as well as multiple *incoming edges* to a node, e.g. there are edges from both Y and Z to W. The set of nodes reachable via a single outgoing edge from a given node is referred to as the node’s *children*. For example, the children of node W are nodes U and X. Lastly, a graph is said to contain a cycle if you start from some node and manage to return to that same node after traversing one or more edges. So for example, the nodes W, X and Y form a cycle, as does the node V by itself.

A second example of a directed graph is shown in Figure 2. This particular directed graph happens to be a tree: each node is pointed to by only one other node and thus there is no sharing of nodes, and there are no cycles (or loops).

In order to traverse a directed graph, let’s assume that we have two selectors for getting information from the graph:

- *(find-node-children graph node)* returns a list of the nodes in *graph* that can be reached in one step by outbound edges from *node*. For example, in Figure 2 the children of node B are C, D, E, and H – things that can be reached in one hop by an outgoing edge.

- *(find-node-contents graph node)* returns the contents of the node. For example, when we represent the web as a graph, we will want the node contents to be an alphabetized list of all of the words occurring in the document at *node*.

Note, we have not said anything yet about the actual representation of a graph, a node, or an edge. We are simply stating an abstract definition of a data structure.
Figure 1: An example of a general graph.

Figure 2: An example of a tree, viewed as a directed graph.
1.1 The Web as a Graph

The Web itself can be thought of as a directed graph in which the nodes are HTML documents and the edges are hyperlinks to other HTML documents. For example, in Figure 2 the node labeled B would be a URL, and a directed edge exists between two nodes B and E if the document represented by node B contains a link to the document represented by node E (as it does in this case).

As mentioned earlier, a web spider (or web crawler) is a program that traverses the web. A web spider might support procedures such as:

- (find-URL-links web URL) returns a list of the URLs that are outbound links from URL.
- (find-URL-text web URL) returns an alphabetized list of all of the words occurring in the document at URL.

Note, we have not said anything yet about the actual representation of the web. We are simply stating an abstract definition of a data structure.

In a real web crawler, find-URL-links would involve retrieving the document over the network using its URL, parsing the HTML information returned by the web server, and extracting the link information from <a href=...>, <image src=...> and similar tags. Similarly, in a real web crawler, (find-URL-text web URL) would retrieve the document, discard all of the mark-up commands (such as <body>, <html>, <ul>, etc.), alphabetize (and remove duplicates from) the text, and return the resulting list of words.

For this project our programs will not actually go out and retrieve documents over the web. Instead, we will represent a collection of web documents as a graph as discussed earlier. When you load the code for this project, you will have available a global variable, the-web, which holds the graph representation for a set of documents for use in this project.

Note: it is important to separate our particular representation of information on the web from the idea of the web as a loose collection of documents. We are choosing to use a graph to capture a simple version of the web – this is simply to provide us with a concrete representation of the web, so that we can examine issues related to exploring the web. In practice, we would never build an entire graph representation of the web, we would simply take advantage of the abstraction of conceptualize the structure of the web, especially since it is a dynamic thing that constantly changes.

Our implementation of find-URL-links and find-URL-text will simply use the graph procedures to get web links (children) and web page contents:

(define (find-URL-links web url)
  (find-node-children web url))

(define (find-URL-text web url)
  (find-node-contents web url))

In other words, we are converting operations that would normally apply to the web itself into operations that work on the internal representation of the web as a graph.
1.2 Directed Graph Abstraction

We will build a graph abstraction to capture the relationships as shown in Figures 1 and 2, as well as enable us to have some contents at each node. You should study the code in search.scm provided with the project very closely; parts of it are described in the following discussion.

We will assume that our graph is represented as a collection of graph-elements. Each graph-element will itself consist of a node (represented as a symbol - the name of the node), a list of children nodes, and some contents stored at the node (which in general can be of any type). The constructors, type predicate, and accessors for the graph-element abstraction are shown below:

;;; Graph Abstraction
;;;
;;; Graph a collection of Graph-Elements
;;; Graph-Element a node, outgoing children from the
;;; Node = symbol node, and contents of the node
;;; Contents = anytype a symbol label or name for the node
;;; the contents of the node

;------------------
;; Graph-Element

(make-graph-element: Node, list<Node>, Contents -> Element
(define (make-graph-element node children contents))

(define (graph-element? element) ; anytype -> boolean
  (and (pair? element) (eq? 'graph-element (car element))))

; Get the node (the name) from the Graph-Element
(define (graph-element->node element) ; Graph-Element -> Node
  (if (not (graph-element? element))
      (error "object not element: " element)
      (first (cdr element))))

; Get the children (a list of outgoing node names) from the Graph-Element
(define (graph-element->children element) ; Graph-Element -> list<Node>
  (if (not (graph-element? element))
      (error "object not element: " element)
      (second (cdr element))))

; Get the contents from the Graph-Element
(define (graph-element->contents element) ; Graph-Element -> Contents
  (if (not (graph-element? element))
      (error "object not element: " element)
      (third (cdr element))))

Given this representation for a graph-element, we can build the graph out of these elements as follows:

(define (make-graph elements) ; list<Element> -> Graph
  (cons 'graph elements))
(define (graph? graph) ; anytype -> boolean
  (and (pair? graph) (eq? 'graph (car graph))))

(define (graph-elements graph) ; Graph -> list<Graph-Element>
  (if (not (graph? graph))
      (error "object not a graph: " graph)
      (cdr graph)))

(define (graph-root graph) ; Graph -> Node|null
  (let ((elements (graph-elements graph)))
    (if (null? elements)
        #f
        (graph-element->node (car elements)))))

In the above implementation, we will arbitrarily consider the first graph-element to hold the “root” for the graph. The procedure graph-root returns the root node.

Given these abstractions, we can construct the graph in Figure 2 (with node a as the root) using:

(define test-graph
  (make-graph (list
    (make-graph-element 'a '(b i m) '(some words))
    (make-graph-element 'b '(c d e h) '(more words))
    (make-graph-element 'c () '(at c node some words))
    (make-graph-element 'd () '())
    (make-graph-element 'e '(f g) '(and even more words))
    (make-graph-element 'f () '())
    (make-graph-element 'g () '())
    (make-graph-element 'h () '())
    (make-graph-element 'i '(j k l) '(more words yet))
    (make-graph-element 'j () '())
    (make-graph-element 'k () '())
    (make-graph-element 'l () '())))

Note that several of the nodes have no children, and that several have no contents.

We would like to have some accessors to get connectivity and contents information out of the graph. We first define a procedure to find a graph-element in a graph, given the node (i.e. the symbol or name that identifies the element):

; Find the specified node in the graph
(define (find-graph-element graph node) ; Graph,Node -> Graph-Element|null
  (define (find-elements)
    (cond ((null? elements) '())
          ((eq? (graph-element->node (car elements)) node)
           (car elements))
          (else (find (cdr elements)))))
  (find (graph-elements graph)))

We are often more interested in the node children or node contents, rather than the graph-element. The find-node-children and find-node-contents accessor procedures can be implemented as follows:
; Find the children of the specified node in the graph
(define (find-node-children graph node) ; Graph,Node -> list<Node>|null
  (let ((element (find-graph-element graph node)))
    (if (not (null? element))
        (graph-element->children element)
        '())))

; Find the contents of the specified node in the graph
(define (find-node-contents graph node) ; Graph,Node -> contents|null
  (let ((element (find-graph-element graph node)))
    (if (not (null? element))
        (graph-element->contents element)
        '())))

In our representation above, we use node names (Node = symbol) to reference a graph-element in a graph; the children of a node are represented as a list of other node names. An alternative to this approach would be to make the node itself a full abstract data type, so that a node object would have identity, and the children of a node could be, for example, a list of the actual children node objects. The tradeoff would be more work in building the graph (e.g. to link together actual node objects as nodes and edges are added to a graph), but substantial savings when nodes are requested from the graph (i.e. by avoiding a linear search of the graph-elements for the matching node name). With such an alternative abstraction, when requesting a child node one can achieve constant time access (in the size of the graph), as opposed to linear time access as in the current implementation.

2. Searching a Graph

How can we search a graph? The basic idea is that we need to start at some node and traverse the graph in some fashion looking for some goal. The search might succeed (meaning that some goal is found), or it might fail (meaning that some goal was not found). This very basic and abstract search behavior can be captured in the following procedure:

;;;; search: Node, (Node->Boolean), (Graph, Node -> List<Node>),
;;;;   (List<Node>, List<Node> -> List<Node>), Graph
;;;;     ---> Boolean
(define (search initial-state goal? successors merge graph)
;;;; initial-state is the start state of the search
;;;;
;;;; goal? is the predicate that determines whether we have
;;;; reached the goal
;;;;
;;;; successors computes from the current state all successor states
;;;;
;;;; merge combines new states with the set of states still to explore
(define (search-inner still-to-do)
  (if (null? still-to-do)
      #f
      (let ((current (car still-to-do)))
        (if *search-debug*
(write-line (list 'now-at current)))
(if (goal? current)
   #t
   (search-inner
    (merge (successors graph current) (cdr still-to-do)))
   (search-inner (list initial-state)))

Note the use of the *search-debug* flag. If we set this global variable to #t, we will see the order in which the procedure is traversing the graph.

2.1 Looking at search

What does this search procedure do? Well, let’s look at it a bit more closely. Search takes several arguments. The first is the initial state of the search. For our purposes, this will be a Node or in other words, the name of some node in our graph. The second is a goal? procedure, which is applied to a node to determine if we have reached our goal. This procedure will presumably examine some aspect of the node (for example, maybe it wants to see if a particular word is contained in the contents of that node) to decide if the search has reached its termination point. The third is a procedure for finding the successors of the node, which in this case basically means finding the children of a node in the graph on which we are searching. The fourth is a procedure for combining the children of a node with any other nodes that we still have to search. And the final argument is the graph over which we are searching.

Looking at the code, you can see that we start with a list of nodes to search. If the first one meets our goal? criterion, we stop. If not, we get the children of the current node, and combine them in some fashion with the other nodes in our collection to search. This then becomes our new list of nodes to consider, and we continue.

2.2 Search Strategies

There are two common approaches for searching directed graphs, called depth-first search and breadth-first search. In a depth-first search we start at a node, pick one of the outgoing links from it, explore that link (and all of that link’s outgoing links, and so on) before returning to explore the next link out of our original node. For the graph in Figure 2, that would mean we would examine the nodes (if we go left-to-right as well as depth-first) in the order: a, b, c, d, e, f, g, h, i, j, k, l, and finally m (unless we found our goal earlier, of course). The name “depth-first” comes from the fact that we go down the graph (in the above drawing) before we go across.

In a breadth-first search, we visit a node and then all of its “siblings” first, before exploring any “children.” For Figure 2, we’d visit the nodes in the order a, b, i, m, c, d, e, h, j, k, l, f, g.

We can abstract the notions of depth-first, breadth-first, and other kinds of searches using the idea of a search strategy. A search strategy will basically come down to what choice we make for how to order the nodes to be explored.

2.3 A Depth-First Strategy

Here’s an initial attempt at a depth-first search strategy. It doesn’t quite work on all cases, but it’s a good place to start.
(define (DFS-simple start goal? graph)
  (search start
   goal?
   find-node-children
   (lambda (new old) (append new old))
   graph))

And here is an example of using it

(DFS-simple 'a
  (lambda (node) (eq? node '1))
  test-graph)

In this case, we are searching a particular graph test-graph, starting from a node with name a. We are looking for a node named 1 (hence our second argument). We use our graph abstraction to extract the children of a node (i.e. find-node-children). The key element is how we choose to order the set of nodes to be explored. Note the fourth argument. We can see that this will basically take the list of nodes to be explored, and add the new children to the end of the list. This should give us a depth first search (you should think carefully about why).

This simple method does not work in general, but it does work for the graph in Figure 2. (See Warm Up Exercise 2 for some thoughts on why this algorithm does not work on all graphs.)

3. An Index Abstraction

We will also be interested in constructing an index of web pages. To do this, we will first construct a general purpose index abstraction, and then use it for our purpose of web indexing.

An Index enables us to associate values with keys, and to retrieve those values later on given the key. Here we will assume that a key is a Scheme symbol (i.e. Key = symbol), and that a value is also a symbol (i.e. Val = symbol). Our index will be a mutable data structure.

A concrete implementation for an index is as follows. An Index will be a tagged data object that holds a list of Index-Entries. Each Index-Entry associates a Key with a list of values for that Key, i.e.

;; Index = Pair<Index-Tag, list<Index-Entry>>
;; Index-Entry = Pair<Key, Pair<list<Val>, null>>

Thus our index implementation is shown (partially) below. You will be asked in the exercises to complete the implementation. The index implementation makes use of the Scheme procedure assv; you will find it helpful to consult the Scheme manual as to what this procedure does.

(define (make-index) ; void -> Index
  (list 'index))

(define (index? index) ; anytype -> boolean
  (and (pair? index) (eq? 'index (car index)))))
; This is an internal helper procedure not to be used externally.
(define (find-entry-in-index index key)
  (if (not (index? index))
      (error "object not an index: " index)
      (assv key (cdr index)))))

; returns a list of values associated with key
(define (find-in-index index key) ; Index,Key -> list<Val>
  (let ((index-entry (find-entry-in-index index key)))
    (if (not (null? index-entry))
        (cadr index-entry)
        '())))

(define (add-to-index! index key value) ; Index,Key,Val -> Index
  (let ((index-entry (find-entry-in-index index key)))
    (if (null? index-entry)
        ;; no entry -- create and insert a new one...
        ;; TO BE IMPLEMENTED
        ;; entry exists -- insert value if not already there...
        ;; TO BE IMPLEMENTED
        index)))

An example use of the index is shown below

(define test-index (make-index))
(add-to-index! test-index 'key1 'value1)
(add-to-index! test-index 'key2 'value2)
(add-to-index! test-index 'key1 'another-value1)

(find-in-index test-index 'key1)
;Value: (another-value1 value1)

(find-in-index test-index 'key2)
;Value: (value2)

4. Warmup Exercises

These exercises will get you thinking about the project. We suggest that you do them early. You don’t need to turn them in, but doing so will help you understand aspects of the project.

Warmup Exercise 1: Index Implementation.

In order to simply use the index abstraction, one should not need to understand the underlying implementation (both the structure of the data representation and the implementation of the abstraction procedures). In one of the programming exercises, however, you will be asked to complete the implementation of add-to-index! partially shown above. In order to do this, you will need to understand the index implementation.
Draw a box and pointer diagram, and show the corresponding printed representation, to illustrate the implementation of an Index as defined in Section 3. Think about how you want the following expressions to create and then mutate your data structure:

(define test-index (make-index))
(add-to-index! test-index 'key1 'value1)
(add-to-index! test-index 'key2 'value2)
(add-to-index! test-index 'key1 'another-value1)

**Warmup Exercise 2:** The Web as a General Graph

Although we've been presenting the concepts and ideas in this problem set in the context of the Web, for the project you will be using data structures that have been pre-built. Thus, you will not be interfacing or touching the Web directly; instead, you will be dealing with a graph data structure we've created for you called the-web.

The following partial definition of the-web mimics a subset of the graph of web pages at the 6.001 web site. Each node here is the URL of a web page and the children nodes are the URLs referenced in the links on the page.

(define the-web
  (make-graph (list
      (make-graph-element
        'http://sicp.csail.mit.edu/
        'http://sicp.csail.mit.edu/SchemeImplementations
        'http://sicp.csail.mit.edu/psets)
        '(... words extracted from http://sicp.csail.mit.edu/ ...))
      (make-graph-element
        'http://sicp.csail.mit.edu/SchemeImplementations
        'http://sicp.csail.mit.edu/getting-help.html
        'http://sicp.csail.mit.edu/lab-use.html)
        '(... words extracted from http://sicp.csail.mit.edu/SchemeImplementations ...))
      (make-graph-element
        'http://sicp.csail.mit.edu/getting-help.html
        'http://sicp.csail.mit.edu/
        'http://sicp.csail.mit.edu/SchemeImplementations)
        ...))

Explain why our depth first strategy (using DFS-simple) will fail on this graph. (If it helps, note that this graph has the same kind of form as Figure 1.) What is the essential difference between the test-graph and the-web examples that causes DFS-simple to fail here?

5. Programming assignment: A web spider

Begin by loading the code for the project from the web site. This will define the search and data structure procedures listed above. Just to make sure everything is working, evaluate

(DFS-simple 'a
  (lambda (node) (eq? node '1)))
  test-graph)
This should traverse the test-graph graph until the search finds node 1 (lowercase L), and you should see the nodes being visited in depth-first order.

**Computer Exercise 1:** A breadth-first search.

Our previous example used a depth-first strategy. A breadth-first search strategy can be obtained by modifying only one line of the DFS-simple, leaving the total number of characters in the expression unchanged! Do this to create a new procedure (call it BFS-simple), demonstrate that it works on test-graph, and write a short (but clear) explanation of why it works.

**Marking nodes**

In Warmup Exercise 2, you discussed a problem with DFS-simple. One way to fix this problem is to keep track of what nodes you have visited. The basic idea is that when we move to a “new” node, we can check to see if we have already examined that node. If we have, we can simply remove it from our list of nodes to explore, ignore any children (since they will have also already been visited), and move on to the next node in the list.

**Computer Exercise 2:** Marking visited nodes.

You should be able to use the definition of search as a starting point to create a new procedure (call it search-with-cycles) that keeps track of already visited nodes, and implements the idea described above.

To show that your implementation works, use it with a depth first strategy to create a new procedure (call it DFS) that implements full depth first search. Use it to walk the sample graph test-cycle which is defined for you in search.scm. Show that it visits nodes at most once. Also create a breadth first search, and also show that it only visits nodes once (albeit in a different order).

Once you are sure these procedures are working, give the order in which the nodes are visited for depth-first search and for breadth-first search of the-web. You should provide a goal? procedure that always returns false so that the entire web is traversed, and start the walk at the node labeled http://sicp.csail.mit.edu/.

6. Indexing the web

Now let’s turn to the problem of creating a full-text index of documents on the Web, like the one created by Google or other search engines. We’ll assume that we have a graph that represents the World Wide Web, and this graph uses node names that correspond to URLs (as in the web sample given earlier). Remember, we’re assuming that we have a procedure find-URL-text which, for this web representation, gets us the alphabetized text at the node. For example, (find-URL-text the-web 'http://sicp.csail.mit.edu/) yields the list:

{(18:30:02 2004 6.001 6001-WEBMASTER@CSAIL/MIT.EDU 8
ABOUT ALL AM AND ANNOUNCEMENTS ANSWERS ARE ASSIGNMENT
ASSIGMENTS BY CALENDAR CAN CHANGE COLLABORATIVE
COMMENTS COMPUTER COPYRIGHT CURRENT DO DOCUMENTATION
EDT FALL FIND FOR GENERAL GET GUIDELINES HELP}
Computer Exercise 3: The Index Abstraction.

Your first task is to complete the implementation of the index abstraction. Complete the definition of add-to-index! so that we have available the following procedures:

- (make-index): Creates a new index.
- (add-to-index! index key value): Add the value under the given key in the index.
- (find-in-index index key): Returns a list of all the values that have been entered into the index under the specified key.

Verify that your add-to-index! works with the other index procedures by showing the result of evaluating the insertions and finds presented in Warmup Exercise 1.

Computer Exercise 4: A Web Index

Given this index data abstraction, we want to write a procedure to use the index to keep track of all the documents (URLs) that contain a particular word:

- (add-document-to-index! index web url): Add an entry in the index for each word in the contents of the URL (so that the key for that entry is a word, and the data in the entry is the url).

This will enable you later on to get back the list of all documents (URLs) that appear under that key (and thus contain that word). Here's an example of how it should work:

(define the-web-index (make-index))

(add-document-to-index! the-web-index
 the-web
 'http://sicp.csail.mit.edu/)

(find-in-index the-web-index 'help)
;Value: (http://sicp.csail.mit.edu/)

(find-in-index the-web-index 'magic*)
;Value: #f

Write this procedure and show it working on appropriate test cases.
Computer Exercise 5: Crawling the Web to Build an Index.

Now let's simulate what a typical search engine's spider does: Crawl the entire web (recall: use a
goal procedure that always returns false) and produce a full-text index of everything you find.

To do this, we are first going to need to create one last set of search procedures. The only
modification we need to make is to allow for a specific action to take place at each node that we
visit (so we will want to be able to pass this procedure in as an argument). Create a final search
procedure that accomplishes this, and then use that to create a breadth-first strategy using this
idea.

Next, write a procedure, make-web-index, that creates a new index, finds all the URLs that can
be reached from a given web and initial URL, indexes them, and returns a procedure that can be
used to look up all the URLs of documents containing a given word. Your procedure should use a
breadth first strategy to actually traverse the web. You will also want to make use of the index
manipulating procedures from above.

You can test your program by trying the following example. Which document(s) do you find?

(define find-documents (make-web-index the-web 'http://sicp.csail.mit.edu/))

(find-documents 'collaborative)

Computer Exercise 6: A dynamic web search.

Let's put everything together by comparing the performance of crawling the web to find a desired
document, versus using a full-text index of the web. Note the difference: a dynamic search would
traverse URLs in real-time when a user initiates a search, while the full-text index is the result of
some precomputation stage that has occurred prior to any user initiated search. This won't be a
full or fair comparison, but it should give you some ideas about tradeoffs in designing real systems
that analyze the contents of the actual Web.

To investigate crawling, write two procedures:

1. (search-any web start-node word) searches or traverses the indicated web (using a breadth
   first strategy) and returns the first document that it finds that contains the given word. It
   should stop searching as soon as it finds such a document.

2. (search-all web start-node word) searches the entire web (using a breadth first strategy)
   and returns all documents that contain the given word.

Show that your procedures work by using search-any and search-all to look for the word
'collaborative in the web structure. Make sure this is consistent with what you found in Com-
puter Exercise 5.

Computer Exercise 7: Comparison – Web Index vs. Dynamic Search.

Let's compare the technique of dynamic web searching with web indexing using make-web-index
and find-documents. We've provided a program, (generate-random-web size), that you can use
to create test webs of different sizes (total number of nodes) with some randomly generated text.
Use this to build several test webs. You don't have to make them too big; the procedure will in
fact not build anything larger than size 200. For each web, measure the amount of time it takes,
starting from the node named *start*:
• to use search-any to find a document containing the word 'help;

• to use search-any to find a document containing a word that is not in the test web: ‘Susanhockfield;

• to use search-all to find all documents containing the word 'help;

• to run make-web-index to create an index for the test web;

• to use find-documents to find all documents containing the word 'help, not including the time needed to create the index.

• to use find-documents to find all documents containing the word 'Susanhockfield (there won't be any), not including the time needed to create the index.

Note that although find-documents was originally created in Exercise 5 to deal with the-web, you can use the same method (utilizing make-web-index) to apply this idea to any random test web.

To enable you to do timing, we've included a special function called timed. To use it, place the symbol timed at the beginning of a combination that you want to evaluate, e.g.

(timed factorial 25)

will apply the procedure factorial to the argument 25, print out the time (in seconds) it takes to compute this, and return the result.

Write a few short paragraphs explaining the measurements you made and what conclusions you might want to draw about searching and crawling the real Web. If you were building a service to help people find information on the Web, what kinds of factors would you consider in deciding which method to use?

**Computer Exercise 8:** Using a better indexing scheme.

A professionally written version of our procedures for creating an index would pay careful attention to the efficiency of the algorithm used, and would probably involve alphabetical order and more complicated data structures than we have currently used. In this exercise, you should create a more efficient indexing scheme.

There are many ways to optimize our indexing scheme. We could optimize the time to create the index, or the time to query the index after it is built. Many data structures (red-black trees, hash tables) could be used to optimize these tasks. Furthermore, the index is a two-level abstraction, so there are two structures we could optimize: the list of values associated with each entry, and the list of keys.

Since, in our formulation, we just return all of the values associated with a key, we're going to focus on optimizing the time to search for a particular key in the index.

Modify your index abstraction as follows. Create a new abstraction Optimized-Index which contains keys and corresponding Index-Entries in vector form. A vector is simple another data structure. It has a fixed length, it stores its entries in a linear fashion, and it can store and retrieve entries at any point in its structure in constant time (compare this to a list). You can look up more details about a vector in the Scheme manual.
There should be a constructor (optimize-index ind) which takes a normal index ind and returns a corresponding Optimized-Index. The constructor should sort the data, in alphabetical order of keys. Then, to query for a particular key, we will use a binary search, as described in the next problem.

You will find the following procedures useful:

- (symbol<? x y): symbol, symbol -> boolean
determines if the symbol x comes before the symbol y in alphabetical order.

- (make-vector k init): int, X -> vector<X>
creates a new vector of length k with all entries initialized to init.

- (vector-set! vec k obj): vector<X>, int, X -> unspecified
set the kth entry of vec to obj.

- (vector-ref vec k): vector<X>, int -> X
returns the kth entry of vec.

- (vector-length vec): vector<X> -> int
returns the length of vec.

- (sort! vec proc): vector<X>, (X, X -> boolean) -> vector<X>
sorts the elements of vec, using the proc to compare values (i.e., if (proc a b) is true then a will appear before b in the vector. The original vector is mutated into this sorted order, and returned.

You may also use the conversion procedure list->vector. Here is a demonstration usage of sort! and list->vector:

(\texttt{(sort! (list->vector (list 8 6 4 3 9 2 5 1 7)) \textit{\#})})

\texttt{Value: \#(1 2 3 4 5 6 7 8 9)}

Note that you can write your own ad-hoc sorting procedure, if you wish to avoid the higher-order procedure sort!. As mentioned above, we only really care about making the query time for your search small. The procedure that actually creates the optimized index (this is called preprocessing) can be slower. As long as it runs in a reasonable amount of time on our test-webs (which have a few hundred words in the index), it is okay. Your tutor will thank you for making your solution easy to understand, even at the expense of performance (and, later in life, many of your colleagues will feel the same way!)

Note: Make sure that your sorting procedure maintains the correct associations between keys and index entries. If you just sort the keys without somehow rearranging the values in the corresponding way, your optimized index will give the wrong answer. In testing, you should verify that this problem doesn’t occur.

**Problem 9.**

The idea behind a binary search is that if we know a vector has sorted elements, we can search for a particular key without examining every member of the vector. Initially, our “search domain” is 1, \ldots, n where n is the length of the vector. Then, we check the middle \((n/2)\text{th}\) element of the vector, and see if it holds the key we are seeking. If it is not a match, we compare that element
against our key. If we see that our key is greater than the middle element, we can recursively
call a binary search on the right half of the vector (i.e., make the search domain \( n/2 + 1, \ldots, n \)).
Conversely, if the key is smaller than the middle index, we continue the search in the left half. This
continues until our search domain only has 1 item in it; either it is the item we are seeking, or we
conclude that the item we are seeking is not in our vector.

You need to complete the following definition:

```scheme
(define (find-entry-in-optimized-index optind k)
  ;; type: Optimized-Index, Key -> List<Val>
  ;; k is a symbol representing the key we are looking for
  ;; this procedure does a binary search, so it takes \( O(\log n) \)
  ;; time where \( n \) is the number of entries in optind
  ;; ...
)
```

Use the procedure `timed` to test your optimized index and see if searches really do run faster (and
correctly). You may need to create a helper procedure that makes many (say, 1000) queries, since
a single search in either index will probably be too fast to accurately time.